Binding kinetics in drug discovery
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Abstract: Over the last years, researchers have increasingly become interested in measuring and understanding drugs’ binding kinetics, namely the time in which drug and its target associate and dissociate. Historically, drug discovery programs focused on the optimization of target affinity as a proxy of in-vivo efficacy. However, often the efficacy of a ligand is not appropriately described by the in-vitro measured drug-receptor affinity, but rather depends on the lifetime of the in-vivo drug-receptor interaction. In this review we review recent works that highlight the importance of binding kinetics, molecular determinants for rational optimization and the recent emergence of computational methods as powerful tools in measuring and understanding binding kinetics.
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1 Introduction

A drug is efficacious as long as it remains bound to its receptor.[1] As a consequence, most of the early-stage drug discovery projects have generally focused on optimizing the affinity and selectivity of the drug-receptor complex, based on the assumption that affinity is an appropriate proxy for in vivo efficacy.

For the purpose of understanding the drug-receptor complex formation from a theoretical point of view, we will consider the binding process in a simplistic single-step model in which the drug (D) reversibly binds its receptor (R), forming a complex (DR). Although real binding processes pass through much more complex mechanisms[2]—some of which will be presented later—, the following reversible two-state process suffices for an understanding of the theory. The rates at which this complex forms and dissolves are the so-called on (k_on) and off-rates (k_off) (eq. 2):

\[ D + R \leftrightarrow DR \] (1)

\[ \frac{d[DR]}{dt} = k_{on}[D][R] - k_{off}[DR] \] (2)

The speed at which the complex forms depends on the rate at which it is made from association of the reactants (k_on[D][R]) and the rate at which the complex dissolves (k_off[DR]). [D], [R] and [DR], which represent the molar concentrations of drug, receptor and complex, respectively, do not change once the system is in equilibrium. The affinity of this interaction is measured by the equilibrium dissociation constant (K_D) (eq. 3), which presents the units of concentration, and provides the extent to which the drug is bound in equilibrium.

\[ K_D = \frac{[D]_{eq}[R]_{eq}}{[DR]_{eq}} \] (2)

K_D directly relates to the Gibbs free energy difference (ΔG_D):

\[ K_D = e^{-\Delta G_D/RT} \] (3)

As observed in Fig. 1, ΔG_D only depends on the relative stability between free and bound states, initial and end points of the reaction coordinate regardless the pathway of binding. When less than zero, it is an indicative of reaction’s spontaneity at conditions of constant temperature and pressure such as the case of biological systems. However, affinity does not entirely determine whether a reaction will be fast or slow. Instead, the kinetics of binding, i.e., the association (k_on) and dissociation (k_off) rates, depend on the interactions along the binding pathway, and shape the energy profile of the binding reaction (Fig. 1). This way, stabilization or destabilization of the highest point in the energy barrier (the transition state) would modify both on and off-rates in the same direction without changing the affinity of the complex. As an example, Fig. 2 shows a set of drugs which although all binding to HIV-1 with nanomolar affinity, present association rates differing by five orders of magnitude. The thermodynamics and kinetics of binding are related by the following equation in equilibrium:

\[ K_D = \frac{k_{off}}{k_{on}} \] (4)

Most commonly in the initial phases of the drug discovery pipeline, the goal is measuring the K_D of a series of compounds in a library by means of in vitro experiments, either by binding to its receptor directly or indirectly by measuring the biological activity of the target. These measurements are performed in closed-system conditions, where ligand and receptor concentration stay invariant through the course of the experiment allowing the equilibrium to be reached.[3] If that is the case and the process occurs in a single step then the reaction is fully explained by eq. 1 and 2. However, the in vivo scenario is very different. The drug’s concentration fluctuates between doses, and may interact with other targets or diffuse out of the cell, as in an open system (Fig. 3). Because the drug’s concentration is in continuous variation, the equilibrium condition does not hold and the K_D might not be an adequate descriptor of the in vivo efficacy.

In 2006, Robert Copeland coined the term residence time in the context of drug binding[3], [4] defined as the period of time the target is occupied by its drug. Interestingly, in this study Copeland et. al. showed by a theoretical model how
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the residence time can determine temporal selectivity for the target receptor despite the drug presented more affinity for other secondary targets. This method has been successfully applied to address muscarinic receptor subtype selectivity.[5], [6] The definition of residence time is independent of the environment of study, namely, the receptor-drug complex will have the same mean lifetime in the equilibrium or non-equilibrium scenario.

Mathematically, the residence time (τ) is quantified as the reciprocal of the $k_{off}$:

$$\tau = \frac{1}{k_{off}} \quad (5)$$

It can be related to the pharmacokinetic half-life[4]:

$$t_{1/2} = \frac{\ln(2)}{k_{off}} \quad (6)$$

There are a few works in which subtle structural changes affected drastically $k_{on}$, and were therefore an opportunity to tune potency.[7] However, although the rate of ligand association can have an important impact on pharmacology, it is interesting to focus attention on the dissociative process (and therefore the residence time). The association rate is weighted by the ligand concentration (the dose) and is ultimately limited by the diffusion limit or by the physicochemical steps such as absorption or distribution.[3] On the other hand, $k_{off}$ is entirely determined by the target-drug interactions. Optimization of these interaction forces when linked to rational changes in the dissociation rate, could be an iterative process similar to that applied in SAR studies.[8]

In this review we review cases of kinetic optimization and summarize the emergence of computational methods in the last years.

2 Current biophysical techniques for kinetic measurements

Increased focus on the kinetics of binding has been supported by an improvement of the related instrumentation able to provide kinetic rates. To mention some exemplary techniques that appear to be the most frequently applied ones, we will focus in this section in techniques using a label for fluorescence (radioisotopes of fluorescence), label-free techniques (biosensors) and enzymatic experiments. Any comprehensive introduction to all the current methodology would be so extensive that is out of the scope of this review. A short summary of advantages and disadvantages for each technique is presented in Table 1.

Radioligand binding is the preferred technique for G-protein coupled receptors (GPCRs).[9], [10] There are two main ways to measure kinetics using radioligand binding: direct radiolabeling of the ligand of interest or indirectly by competition experiments.[11] In the direct method, the dissociation rates can be determined straightforwardly: the receptor is pre-incubated with a known concentration of the radioligand and the unbinding is measured in a washout phase by blocking the formation of new complexes. The binding decay can then be fitted by a non-linear regression analysis. The $k_{off}$ is computed by performing association experiments at different radioligand concentrations, or by performing a single experiment at a concentration when $k_{off}$ is known. Alternatively, the binding properties of a set of unlabelled drugs are computed by competition displacement by a radioligand of known affinity as long ago proposed by Motulsky and Mahan.[12] More recently, dual-point competition assays have also shown being a fast high-throughput method.[9] Although the method permits direct measurement of rates, radiolabeling is expensive, laborious, time consuming and generates radioactive waste. An alternative to the use of radioligands are spectroscopic labels, the so-called fluorescence methods, like time resolved fluorescence resonance energy transfer (TR-FRET), fluorescence anisotropy and intrinsic fluorescence.[13], [14]

Label-free surface plasmon resonance (SPR) is a high sensitivity method which monitors refractive index changes when molecules absorb and desorb from a biosensor chip, dependent on the surface mass increase.[15] The receptor is immobilized on the solid surface and the drug (analyte) diluted in solution under continuous flow while the association is monitored in real-time. The method is particularly suitable for globular proteins.[16], [17] The method needs short development time, has low material consumption and is parallelizable. However, the immobilization of the receptor could affect the binding properties.[18] it has relatively low throughput and there are a limited range of rates which can be sensitively determined.[8]

Enzymatic activity assays can also determine the binding kinetics from enzyme activity. This approach has successfully been used to measure binding kinetics for many enzymes.[19]–[23] Jump dilution assays provide a format to highlight the dissociation kinetics by pre-incubating with high ligand concentration and diluting a hundredfold afterwards.[24]

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radioligand binding</td>
<td>- Suited for membrane systems</td>
<td>- Low throughput and labour-intensive</td>
</tr>
<tr>
<td></td>
<td>- Direct determination of $k_{on}$ and $k_{off}$</td>
<td>- Radioactive waste</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Requires high-affinity ligands.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Reombinant receptors in animal tissues.</td>
</tr>
<tr>
<td>SPR</td>
<td>- No label required</td>
<td>- Usually only for soluble proteins</td>
</tr>
<tr>
<td></td>
<td>- Low material consumption</td>
<td>- Immobilization of receptor.</td>
</tr>
<tr>
<td></td>
<td>- Medium throughput</td>
<td></td>
</tr>
<tr>
<td>Enzymatic assays</td>
<td>- No label required</td>
<td>- Knowledge of mechanism required</td>
</tr>
<tr>
<td></td>
<td>- Short development time</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of pros and cons of binding kinetics methods.
3 Computational methods

The existence of theoretical methods to compute kinetic parameters has been available for long. Typically, efforts on designing and developing of computational methods have focused on the estimation of free energies. The reasons are both the increased greater attention on drug’s affinities and the larger computational costs needed to sample pathways of binding or unbinding. While free energy estimations can be performed by studying one or a few of the reaction endpoints -such as in the case of empirical scoring functions, or in techniques using approximated thermodynamic cycles- and produce relatively fast results, estimation of kinetics relies upon the complete reconstruction of pathways of binding, the so called pathway-based methods. Two main techniques support the description of a system’s motion at biologically relevant timescales.

On one side, the Brownian dynamics (BD) technique simulates macromolecules by following a Brownian motion, while the solvent molecules are considered to diffuse at a much faster timescales and can be coarse-grained. The ability to replace the solvent molecules by a stochastic force allows to sample timescales much larger than in molecular dynamics (MD). Compared to a MD of biomolecular encounters, BD requires less computation to sample an association event; in particular, millions of events can be simulated in 24h using moderate parallelization.[25] BD has been used to study protein-protein association kinetics in several studies during the last decade.[26], [27] In one of these applications, it was possible to show information about the mutation effects and the association and dissociation pathways of the electrostatically driven barnase-barstar complex. [28] More recently, the BD technique was used as a tool to provide kinetic quantitative estimates. In particular, the residence time of HSP90 and MDM2 inhibitors was computed along with the characterization of the drug-receptor encounter complexes. [29] A few studies on these systems followed this work using the BD methodology.[30]–[32]

However, the approximations made on BD can also infer inaccuracies, and in order to recover experimental observables additional models accounting for physical events such desolvation shells, polarization or entropic effects are needed.[33] On the other side, in MD the biomolecules are modelled following the Newton’s law. The evolution of the system occurs by evaluating forces and updating velocities and coordinates at short time steps. The sum of these forces is derived from a set of potential termed as molecular forcefields, parameterized to capture the environment of all particles. MD is capable of providing quantitative binding estimates with high accuracy, but it has typically regarded as too computationally expensive. Typical simulation steps are usually less than 5 fs,[34] and therefore millions of steps must be produced to reach biologically relevant timescales. Fig. 4 presents approximate timescales for some biological events involving proteins or drugs. While the fastest protein motions and ligand binding events occur in the microsecond timescales, protein folding and ligand unbinding usually take milliseconds. Simulations in the last decade were not usually longer than a few dozens of nanoseconds. However, recent studies have reached the low-millisecond timescales. The reasons for this improvement in performance, are the advances in the software algorithms, parallelization of codes to run in high-performance supercomputers,[35] designing of specialized hardware[36] and development of intelligent MD protocols.[37]

Enhanced-sampling methods were generally used to reduce the MD’s extensive computational needs when sampling binding pathways: conformational flooding,[38], [39] adaptive force bias[40], local elevation[41], metadynamics[42], and umbrella sampling[43] with weighted histogram analysis (WHAM) are some of these methods. While most of them were used to compute the free energy profile along the reaction coordinate (also known as potential of mean force (PMF), from where the binding affinities can be computed[44], [45]), in some recent applications it has been possible to reconstruct the kinetics of binding by combining them with other theoretical approaches. For instance, Laio et al. presented the bias-exchange metadynamics (BEMD) method, where it was possible to reconstruct the free energy profile of the miniprotein Trp-cage polypeptide.[46] The method was applied to indirectly estimate $k_{on}$ and $k_{off}$ in a couple of works: in the first, it allowed to quantify the binding rates of a series of peptides binding to HIV-1 protease[47], while in the second the system comprised a drug binding cyclooxygenases COX-1 and COX-2. In this latter a new binding mode which explained the observed long residence time was identified.[48] The BEMD method by itself cannot provide absolute quantitative estimations. It can be used for comparative purposes among congeneric series of molecules, or alternatively, provide meta-stable states to be passed as input for a kinetic Monte Carlo simulation. Other biasing methods focus on the dissociative process. Random acceleration molecular dynamics (RAMD) has been used to identify unbinding pathways by applying a force vector with a random direction to the bound ligand.[49] It can be used to estimate relative estimates of dissociation kinetics or to predict the unbinding pathway and then use this information for an umbrella sampling or steered molecular dynamics (SMD).[50], [51] The PMF can be constructed from the latter and by use of the transition state theory (TST) one can compute absolute $k_{on}$ and $k_{off}$ values. It has recently been used in a wide range of problems, such as the unbinding of ligands from cytochrome P450cam[52] or the unbinding of carazolol from B2AR.[53]

Aside from the requirements on another technique to provide absolute kinetic values, these previous methods present other disadvantages, as they rely on a set of reaction coordinates (also called collective variables) chosen by human decision, requiring a previous knowledge of the system. In fact, the choice of the correct collective variables is the most crucial parameter for obtaining accurate PMF and the main drawback of pathway-based methods. Besides, the magnitude of the RAMD’s pulling force must be carefully adjusted in order to allow the ligand to escape from the pocket in a short time while ensuring a minimal perturbation.

All previously mentioned techniques, despite being fast approaches with reasonable success, modify the system by applying forces that might alter the real dynamics to different extents. In the most recent years, the advent of new computing infrastructure has promoted a wealth of studies
making use of unbiased brute force simulations. In unbiased MD, ligand and receptor freely move in a solvated system. Often many replicas of the same processes are run, and these ensembles -which could vary from a few very long simulations or ensembles of thousands of short ones- contain all the needed information for reconstruction of the binding process. In 2008, a massively parallel supercomputer (ANTON)[54] was designed and built at D. E. Shaw Research in New York, able to produce millisecond-long simulations. Since then, ANTON, has been used to reconstruct the folding of proteins[55] and kinetics of binding.[56], [57] In 2011, extensive MD simulations were performed on the Src kinase in order to understand the binding of the drug dasatinib and the kinase inhibitor PP1.[57] From the four simulations -totalling 35 µs simulation time-, dasatinib correctly identified the kinase-binding site in one of them after 2.3 µs. 10 ligands were placed on each box giving a high concentration of 16.4 mM, on which aggregation was avoided by introducing a distance-dependent repulsive potential. Ligand PP1 bound to the same target in 3 out 7 simulations totalling 115 µs simulation time. 2 ligands were placed on each box in this case. The on-rate was obtained in both cases by computing the frequency of binding events and accounting its concentration. Despite the few binding events, the on rate was in good agreement with the experimental value.[57] In the same year Dror et. al, performed the binding analysis of four ligands to the beta-adrenergic receptor 1 and 2 (β1AR and β2AR) using long unbiased simulations.[56] 82 simulations ranging from 1 to 19µs were performed including 10 ligands per box. During the analysis it was found that the four ligands bound the to receptor via the same pocket, termed the ‘extracellular vestibule’, which conferred the largest energy barrier to the bound pose. Some other similar works on GPCRs followed this latter with interesting insights into allosteric mechanisms.[58], [59]

However, this highly specialized computing machinery, although have promoted an impressive contribution to the field and have settled MD as a well-recognized technique, is economically inaccessible to most researchers. Graphical processor units (GPUs) have also been demonstrated to be very efficient in MD. With the introduction of generalized GPU architecture like CUDA or OpenCL a GPU workstation is capable now of performing microsecond-length simulations. Still, most biological processes we are interested in occur in high-microsecond or millisecond timescales (Fig. 4), unaffordable times for a single GPU. However, it is possible to run multiple parallel simulations in GPU clusters, and posteriorly analyse them with probabilistic models. Nowadays, a single GPU is able to run around 125 ns of simulation time for a system sized 50000 atoms in a benchmark GPU like the GTX980. Assuming the case of a prototypical fast fragment binding event as benzamidine binding to trypsin protease –which occurs with an on mean first passage time of 6.9 µs at a concentration ~5 mM– we would need around 20 µs of aggregated simulation time to sample a more than an anecdotal binding event and obtain enough statistics for the construction of our model. Having an in-house cluster of 10 GPUs running uninterrupted - currently affordable for many research groups- we could obtain our brute-force MD ensemble in about two weeks.

This specific example was a breakthrough work 5 years ago, when using GPUs volunteered from all over the work (GPUGRID.net).[60] it was possible to completely reconstruct this binding event. 495 simulations of 100 ns each were performed leading to 197 binding events within 2 Å RMSD of the crystal structure. By using a Markov State Model (MSM) analysis (refs. [61]–[63] are suggested for a detailed description of MSMs), the simulations reconstructed binding intermediates, transition rates and affinities that occur at longer timescales, with remarkable accuracy.[64] The same technique was applied to the binding of carboxyliophene to AmpC B-lactamase[65] by performing 148 µs of total aggregate time. In this work, it was possible to observe other secondary poses in agreement with the X-ray results. More interestingly, this study permitted to characterize the role of a loop in the vicinities of the pocket during the binding pathway: the loop was able to explore both open and closed conformations in absence of the ligand, however, the ligand stabilized the open conformer while entering the pocket, and the closed one once inside it.[65] More recently we focused on an larger library of 42 fragments against factor Xa, a serine protease with 2 known targetable pockets.[66] Using more than 2ms of total simulation time it was possible to obtain thermodynamic, poses and kinetic estimates in good agreement with experimental results. Interestingly, S1 fragments with amine or amidine groups showed slower on and off rates compared to S1 neutral binders (Fig. 5). The extension of this method to a full fragment library of around a thousand molecules is currently being developed. Some other studies are also using ensembles of MD trajectories in order to compute the kinetics of binding. For the specific computation of the dissociation rates, Huang and Cafli[67] computed the unbinding times of a series of small molecules against FK506 binding protein. The compounds’ low affinity allowed observing unbinding events despite the short sampling sizes.

In some of the mentioned cases above, the simulations were manually respawned from interesting states in order to enhance the sampling without biasing it. However, the states from which to respawn were selected by human decision. In 2014, a fast iterative protocol was published, that uses a Markov state model to decide where to respawn from automatically.[68] This intelligent approach had already been applied for folding[69] and is called adaptive sampling.

In the adaptive sampling, each epoch starts from a set of states discovered and selected by a simplified MSM constructed from the simulations produced in previous ones. Although adaptive sampling methods had been used in the past showing a decrease of 1 or 2 orders of magnitude of required simulation time,[69]–[73] this work was the first application for a ligand binding process. It was applied to the previously mentioned test case of trypsin-benzamidine and the model showed convergence needing only 600ns, compared to the 7.7 µs in brute-force simulations. In a similar fashion, Pande et al. performed an adaptive protocol for the binding of five ligands to the immunophilin protein FKBP12. By starting their simulations from bound, semi-bound and unbound poses and constructing a MSM they were able to provide a pathway and kinetics of binding for the five ligands and getting association rates in the expected 10⁷ s⁻¹ M⁻¹ range.[74]
sampling time needs, many other similar works will predictably appear in the years to come. The theoretical reasons for this decrease in sampling time are sketched in Fig. 6. For the purpose of understanding, we will use a hypothetical drug binding to its receptor with a known activation energy (ΔG_on) of 10 kcal/mol, a similar value to those reported in literature.[75] The activation energy is related to the on-rate by the Arrhenius equation:

\[ k_{on} = A e^{-\Delta G_{on}/RT} \]  

(7)

where A is the pre-exponential Arrhenius factor, ΔG_on is the activation free energy, T is the temperature and R is the universal gas constant. Assuming a slow binding on-rate of \(10^5 \text{ s}^{-1} \cdot \text{M}^{-1}\) at usual computational concentrations, it would be needed a total of tens of milliseconds of classical high-throughput MD (HTMD) simulation time in order to sample one binding event, a timescale beyond the current computational capabilities. Let’s suppose now one attempts to sample the binding process with an adaptive scheme, able to discretize the process into ten iso-energetic with heights of ΔG_on,i = 1 kcal/mol (Fig. 6). Therefore, the discretization gives ΔG_on = 10 · ΔG_on,i, which translates to \(k_{on}\) in the order of \(10^5 \text{ s}^{-1} \cdot \text{M}^{-1}\) and consequently, a diffusion limited process in the nanosecond timescale. Summing up the ten jumps, the total binding process in this, difficult to achieve, perfectly discretized example could be reconstructed in a few hundreds of nanoseconds, several orders of magnitude faster than standard simulations.

The one-dimensional reaction coordinate is purely arbitrary in this example and MSMs usually use high dimensionality, self-discovered spaces to represent the slow degree of freedom of the process. However, it is still difficult to split the process into successive 1 kcal/mol barriers. In some cases, very complex rearrangement of the protein should be captured in order to obtain this. However, even if the speed-up were not of several orders of magnitude, it would still be significantly more efficient than running simulations from the same starting point.

Besides, two recent publications, although did not provide quantitative kinetic estimations, used other two techniques than the ones presented, provided binding and unbinding pathways and are worth mentioning. In the first, by using a robotics-inspired algorithm it was possible to explore the unbinding event of the insulin-phenol complex.[76] In the other, by using MC simulations combined with MSM models, the authors found meta-stable states and correctly estimated binding free energy for four benzamidine-derivative trypsin ligands.[77]

4 Discussion

Despite the recent advances in the related instrumentation, the increase in computer power and the design of specific hardware, there are some challenges that hinder computational kinetic measurements. Aside from the limitations we have mentioned when using biasing methods, the use of unbiased simulations, although theoretically more correct, still present some obstacles. We came across some of these challenges during the study of the large set of fragments focused for the factor Xa protease.[66] For instance, one of the fragments, the largest in the library, lacked enough sampling to produce good statistics for a converged model. Assuming that compound size relates to association rates,[78] and seeing all other fragments had on-rates around \(10^{-10} \text{ M}^{-1} \cdot \text{s}^{-1}\), this fragment could bind with a high \(10^5\) on-rate. The simulations run with a concentration of 3.7 mM, and therefore, 54 us of sampling time would be needed for a \(k_{on} = 5 \times 10^5 \text{ M}^{-1} \cdot \text{s}^{-1}\). The binding set was composed of 63 us of brute-force simulations, and perhaps sampled the bound pose too few times. Of course, there might be other reasons for the lack in accuracy, but serves as an example to take into account in other systems. A prior estimation of needed sampling times and the use adaptive sampling could reduce this problem. And although this case could potentially be solved, in more realistic scenarios, drug-like molecules will present real on-rates in the order of \(10^{-4} - 10^{-3} \text{ M}^{-1} \cdot \text{s}^{-1}\) and multi-second residence times. By using adaptive schemes and large-scale MD, binding poses and on-rates could likely be recovered, but multi-second residence times would need currently unaffordable sampling times.

In the same work, the specific parameterization of some chemical groups also revealed to have a great impact in accuracy. In particular, current parameterization protocols[79], [80] although permit the parameterization of large sets of molecules in seconds,[81] lack the accuracy needed in later stages of the drug discovery pipeline, when fewer compounds are tested and their specific binding modes and properties need to be reliable, even at the expenses of requiring larger times. Concretely, there are some determinants of ligand-receptor recognition which are currently not properly accounted: induced electronic polarizability,[82] changes in protonation states upon binding,[83] the existence of tautomers,[84] or halogen bonding.[85] Finally, other intrinsic limitations in the methodology, are the accuracy of the forcefields and the clustering methods used in the MSM production.[86]

Another point to take into account is that real binding processes follow more complex mechanisms that the one presented in Fig. 1.[87], [88]. Fig. 7 summarizes three of them, being the first the single-step mechanism showed in Fig. 1. The complex reality is that the protein presents also different conformers in solution interconverting at larger scales than small molecule binding events, for which the ligands present different affinities. Therefore, starting the simulations from one of the conformers would bias binding estimates to that single process, although in the bigger in vivo picture the ligand might find the receptor in other conformations as well. Very recently, and using the trypsin-benzamidine test case, Noé et al.[89] characterized the receptor conformational plasticity, and the relative affinities of the ligand for each of the conformers. It turned out that, for the case of trypsin-benzamidine, the main kinetic pathway is the direct binding to the active conformer, since it is mostly populated in solution. Therefore, previous works on this system were valid, but it could have impactful consequences when picking the least populated conformer. It is then necessary to perform a conformational analysis of the receptor and start the binding analysis from different receptor conformers following their equilibrium distribution.

Despite challenges and difficulties in accurately estimating drug-like kinetic rates, still the past years have
witnessed a wealth of computational works shedding light into binding processes. Deciphering the general links between structural features and binding kinetics is essential for drug discovery, and although some general factors have been proposed that might alter the binding kinetics, it is hard to propose general rules. Fig. 1 shows that modification of kinetics could be performed in two ways: destabilizing or stabilizing the transition state (TS) while keeping bound and unbound species invariant, or stabilizing the bound state, which would increase the affinity and decrease $k_{off}$. However, although visualization of these ground-level species is experimentally plausible, determination of short-lived species, as meta-stable states, or the TS, is experimentally very complicated. To date, MD has already proven to be a powerful tool for the quantitative estimation of kinetics of fast associating fragments, but it has also been very interesting for the understanding of binding pathways, intermediates and other kinetic determinants, difficult to characterize by experiments.

Shaw et. al. have promoted an understanding of binding processes in GPCRs, and depicted some links between the structure of compounds and binding kinetics. Molecular dynamics also helped to understand the responsible for slow kinetic behaviour, in particular, it has been proposed that the formation of ‘water-shielded hydrogen bonds’ play a role in extending residence times by hindering the access of water molecules and thus being unable to stabilize the transition state.

There are, of course, besides the presented mentioned experimental techniques for measuring residence times, a few other emerging ones that might promise a detailed description of binding events, such as time-resolved Laue X-Ray crystallography and kinetic isotopic effects (IE). Still, with the reductions in sampling times provided by the adaptive sampling, awareness of the current limitations of the method (parameterization automation, more efficient sampling, clustering methods and receptor conformational changes) and continuous development of forcefields, we strongly believe that MD technique will become an accurate tool able to provide kinetics, pathways, intermediates of binding and molecular determinants.
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**FIGURES**

Figure 1: Energy profile of a drug (D) binding to its receptor (R) assuming a simple two-state model. The energy between unbound (D + R) and bound (DR) is the binding affinity of the process. The kinetics is governed by the energy of the transition state (TS), namely, the association rate ($k_{on}$) depends on the energy difference between unbound and the TS, ($\Delta G_{on}$) and the dissociation rate on $\Delta G_{off}$.

![Energy profile diagram]

$$k_{on} = e^{-\Delta G_{on}/RT}$$

$$k_{off} = e^{-\Delta G_{off}/RT}$$

Figure 2: Representation of part of the data published in Markgren et. al.[16] X and Y axis represent the on and off-rates, respectively. Crosswise lines represent affinities ($K_D$). Although the five selected drugs bind to HIV-1 protease with similar nanomolar affinity, they can differ up to five orders of magnitude in the associative constant ($k_{on}$).
**Figure 3:** Simple schema showing some lateral processes that both receptor and drug can undergo in vivo. The drug could be affected by the affinity for secondary target, or psychochemical process as absorption, whereas the receptor could be in equilibrium with competing endogenous ligands.

\[
\begin{align*}
\text{absorption} & \\
D + R & \rightleftharpoons DR \\
+ R_2 & \quad + D_2 \\
\text{DR}_2 & \quad \text{RD}_2
\end{align*}
\]

**Figure 6:** The three common mechanisms of inhibition and their respective dissociation rates: single-step, induced-fit and conformational selection mechanisms.

**Figure 7:** Example half-lives for some biological processes.
Figure 4: Figure taken from ref. 62. Interaction rate plot as obtained in for a set of small fragments against the serine protease factor Xa. Most potent and resident molecules contained amidine and basic moieties, whereas the rapidly dissociating fragments, encircled in orange, were neutral.

Figure 5: Energy profile of a drug-receptor binding pathway as sampled by the adaptive. By performing a Markov state modelling after each set of simulations and intelligently respawning from a selection of states, the adaptive scheme is able to discretize the activation energy ($\Delta G_{on}$) into 10 epochs. By doing that, the needed sampling time can be reduced 1 or 2 orders of magnitude (see Text).
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